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**Resumo**

Todo o nosso modo de viver está permeado pelas tecnologias de dados. São dados pessoais, profissionais, estatísticos... E estes dados são coordenados por algoritmos? Mas quem seria esse poderoso ser que guarda a chave de todas as informações de nosso mundo? De onde ele vem? Que interesses o direcionam? Os questionamentos acerca do algoritmo se tornaram ainda mais pertinentes após denúncias de que estas fórmulas desconhecidas estariam direcionando nossas opiniões, nossos gostos e até mesmo nossas democracias. Há investigações em curso que apontam a utilização de robôs, os chamados bots, para manipular a opinião pública que teriam atuado nas eleições mais recentes do Brasil e dos Estados Unidos. Parte desta manipulação foi feita a partir do roubo de dados de milhões de usuários do Facebook feitos sem autorização e com auxílio de alguns destes algoritmos. Afinal, o algoritmo é um mocinho que nos ajuda em nossas escolhas, ou um vilão que nos manipula covardemente? Caso a segunda opção seja a mais provável, é possível combater estes códigos que conduzem as nossas vidas e sabem tudo de nós? Este trabalho visa discutir também estas possibilidades de resistência e o que já vem sendo feito em busca de construir uma relação mais “amigável” com o algoritmo e que resultados algumas ações de militância política e social envolvendo o uso de algoritmos já conseguiram alcançar, seja dentro do mundo virtual ou mesmo no mundo real.
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1. **Introdução**

Não é de hoje que uma série de pesquisas vem falando sobre as potencialidades dos computadores e, mais especificamente, da internet, surgida nos anos 1960. Mas, na maioria das vezes em que se referem a estas possibilidades, os trabalhos de pesquisa aludem ao computador enquanto máquina e à internet enquanto ferramenta, suporte de conhecimento. Por isso, esses potenciais não se referem especificamente à internet propriamente dita, mas a seus operadores: os seres humanos. Elas citam o que as pessoas podem fazer com o auxílio de computadores, como a atuação de hackers, militantes, consumidores... Entretanto, nos últimos anos, um personagem vem chamando atenção não pelo que demonstra que pode fazer, mas por seu poder encoberto: o algoritmo.

Gustavo Padovani e João Carlos Massarolo, em artigo apresentado em 2018, afirmaram que entre os anos 2014 e 2015 foram produzidos 90% de todas as informações da História da humanidade[[3]](#footnote-4). E quem capta, organiza e redistribui essas informações é o algoritmo. É uma peça tão importante em nossa sociedade que alguns teóricos já chamam nosso sistema econômico de capitalismo algorítmico. O italiano Matteo Pasquinelli, que nomeia o atual sistema como economia do conhecimento, acredita que ele esteja baseado na exploração da propriedade intelectual e do capital cultural. Para ele, “as empresas de mídia simplesmente exploram o copyright de trabalhos que não têm virtualmente qualquer custo de reprodução sob o atual regime tecnológico” (Pasquinelli, 2010, p. 5).

Mas o que de fato suscita questionamentos é que ninguém sabe ao certo com o algoritmo funciona – ou melhor, os algoritmos, já que empresas diferentes desenvolvem sistemas algorítmicos diferentes que, por sua vez, estão em constante modificação. Alguns casos recentes de escândalo, envolvendo desde a venda de dados pessoais até mesmo alterações em resultados eleitorais, fazem com se tornem ainda maiores as preocupações que concernem aos algoritmos. Para tentar elencar alguns destes questionamentos e se aproximar de respostas plausíveis a alguns deles, esse trabalho visa discutir não apenas o que os algoritmos querem, tema já referenciado por outros autores[[4]](#footnote-5), mas dentro do pouco que se conhece sobre estes códigos, o que os algoritmos podem – e o que podemos nós quanto a eles.

1. **Algoritmo?**

**2.1. Algoritmo e sua técnica**

Ed Finn nos lembra que o termo algoritmo vem do nome do matemático persa Abū ʿAbdallāh Muḥammad ibn Mūsā al-Khwārizmī, que também originou as palavras algarismo e álgebra, e era o processo através do qual se calculavam os numerais hindo-arábicos. O conceito foi apropriado por matemáticos gregos, como Eratóstenes de Cirene e Euclides de Alexandria. A partir da invenção do código binário por Alan Turing, no início do século XX, seu uso foi formalizado e passou a ser utilizado pela ciência da computação. Eles “representam soluções repetíveis e práticas para problemas como fatorar um número até seus menores componentes primos ou encontrar o caminho mais eficiente através de uma rede[[5]](#footnote-6)” (Finn, 2017, p. 18), espécies de fórmulas, receitas para se chegar a um determinado resultado. Como complementa o autor, relembrando os pensamentos de Raymond Willians, o algoritmo

“engloba uma série de processos computacionais incluindo uma rígida vigilância dos comportamentos dos usuários, agregação das informações resultantes no ‘big data’, mecanismos analíticos que combinam múltiplas formas de cálculos estatísticos para analisar os dados e finalmente um conjunto de ações voltadas para o homem, recomendações e interfaces que geralmente refletem somente uma pequena parte do processamento cultural em andamento nos bastidores[[6]](#footnote-7)” (Idem, p. 16).

O algoritmo é aplicado sobre o “Big Data”, dados armazenados no computador das pessoas ou produzidos por elas, dados disponíveis na rede ou nos arquivos dos computadores das empresas e pessoas. Como explica Shoshana Zuboff, os “dados são adquiridos, arquivados, resumidos, agregados, analisados, embalados, vendidos, analisados mais profundamente e vendidos novamente[[7]](#footnote-8)” (Zuboff, 2015, p. 79). Como a internet é um mercado que se baseia no quantitativo de informações, “quanto mais os usuários produzem, maior a saída, o que aprimora o valor preditivo das análises e resulta em leilões mais lucrativos[[8]](#footnote-9)” (Idem, p. 79). Ou seja, quanto mais dados, informações são fornecidas, maior a capacidade de os algoritmos das empresas baseadas na internet preverem o que os usuários vão buscar em suas próximas pesquisas, o que vão desejar, e oferecer os conteúdos antes mesmo de eles serem solicitados.

É o chamado “Machine Learning”, ou aprendizado da máquina. Adam Greenfield esclarece que “aprendizado da máquina é o processo pelo qual algoritmos são ensinados a reconhecerem padrões no mundo, através da análise automatizada de uma grande quantidade de dados disponibilizados[[9]](#footnote-10)” (Greenfield, 2017, p. 66). Esse aprendizado pode se dar de forma supervisionada por seres humanos, quando são oferecidos exemplos com seus padrões correspondentes através de treinamento, ou não supervisionada, o chamado “clustering”. Neste caso, o algoritmo começa a desenvolver uma percepção de que dados são significativos em seu ambiente e vai aumentando este aprendizado por meio do acréscimo das informações que podem ser consideradas importantes. Quer dizer, “a premissa das tecnologias algorítmicas não é meramente que elas detectem padrões, mas que elas nos ajudem a reconhecê-los, e isso por sua vez implica a existência de algo semanticamente significativo para nós que é identificado[[10]](#footnote-11)” (Idem, p. 72) por estas tecnologias.

De que forma se dá esse aprendizado da máquina e onde ele pode nos levar é o que preocupa alguns pesquisadores. Isso porque, além de as empresas guardarem essas informações como tesouros, segredos escondidos e guardados como as caixas pretas dos aviões, Finn relata que até os engenheiros de alguns dos algoritmos mais bem sucedidos, como os das empresas Google e Netflix, “admitem que compreendem apenas alguns dos comportamentos que seus sistemas exibem[[11]](#footnote-12)” (Finn, 2017, p. 16). Ou seja, como resume Fernanda Bruno,

“A camada algorítmica alimenta-se da visibilidade de nossas ações, informações e corpos e ao mesmo tempo intervém naquilo que vemos (selecionando, por exemplo, o que cada um deve ver preferencialmente, sugerindo trajetos, cliques, links, likes, alertas etc.). Enquanto se alimenta de nossa visibilidade e nos oferta um mundo visível personalizado, a camada algorítmica é praticamente invisível” (Bruno, 2015, p. 118).

**2.2. A cultura do algoritmo**

Ainda que possamos dizer que os algoritmos são fórmulas, receitas, modos de fazer, Finn nos lembra que suas raízes não são meramente baseadas na lógica matemática, mas também nas tradições filosóficas da cibernética, da consciência e da magia da linguagem simbólica, salientando a importância de entender o algoritmo também do ponto de vista semântico. Para Greenfield, a rede de informação digital coordenada pelo algoritmo se tornou o modo dominante através do qual experimentamos o dia a dia, porque “modela nossas percepções, condiciona as escolhas disponíveis para nós e refaz nossa experiência de tempo e espaço[[12]](#footnote-13)” (Greenfield, 2017, p.10). Ele recorda a frase de Winston Churchill que diz que “moldamos nossos prédios e depois essas construções nos moldam” (Churchill apud Greenfield) e ressalta os perigos da opacidade do algoritmo, já que não sabemos que interesses estão por trás das opções que nos são disponibilizadas.

Mas é o próprio Finn que nos traz as contribuições mais relevantes no que tange à leitura cultural do algoritmo. Ele lembra que, ainda que sejam referentes a máquinas no sentido mecânico, essas fórmulas estão operando como máquinas culturais que estão alterando por completo as formas de reflexividade humana. Até perceber isso é difícil, porque a “leitura algorítmica é uma estrutura conceitual complexa que contém camadas de processos, abstrações e interfaces com a realidade[[13]](#footnote-14)” (Finn, 2017, p. 52). Essa dificuldade de percepção é dificultada pela forma como o discurso acerca do algoritmo é construído, sempre materializando-o enquanto estrutura não simbólica:

“De fato, o conjunto que prevalece entre as metáforas [acerca do algoritmo[[14]](#footnote-15)] parece ser aquele do código como estrutura: plataformas, arquiteturas, objetos, portais, entradas. Isso serve tanto para despersonificar o software, diluindo a noção de seu agenciamento (construções são passivas; são os arquitetos, engenheiros e usuários que agem), como para reificar o código como uma construção objetiva, como um prédio que existe no mundo[[15]](#footnote-16)” (Idem, p. 6).

Por isso, ele centra suas análises no “gap”, o espaço ou lacuna que fica entre o sistema computacional implementado e aquele que seria o ideal. Para ele, essa lacuna é o que há de mais importante a respeito dos sistemas algorítmicos e também aquilo que mais nos confunde. Podemos entender esse espaço como aquele da cultura que nos liga ao algoritmo e nos modifica a partir dele, mas também como tudo aquilo que há de desconhecido ou perigoso a respeito destes códigos, aquilo que precisamos conhecer mais profundamente para aproximar nossas vidas desta tecnologia que vem sendo ofertada.

Outro ponto trabalhado por Finn diz respeito à religiosidade que envolve o algoritmo. Isso porque, a arquitetura do código depende tanto da organização lógica dos bits, quanto de uma estrutura de crenças. Partindo do pressuposto que a função dos algoritmos é resolver problemas, nós enxergamos a internet como a “catedral das ambições iluministas por um sistema universal do conhecimento”, como uma religião. Da mesma forma como depositamos nossa fé nos santos ou entidades religiosas, transferimos para os algoritmos o papel de fazer o “trabalho racional em nosso lugar, seja o da fábrica automatizada ou o da ciência automatizada[[16]](#footnote-17)” (Idem, p. 8). O poder milagreiro de “solvente universal que pode desembaralhar qualquer sistema complexo, da consciência humana ao próprio universo[[17]](#footnote-18)” (Idem, p. 8) se assemelha àquele das divindades religiosas, em que basta solicitar – orando ou digitando – e aguardar a resposta divina, que neste caso pode vir digitada em poucos segundos. O autor declara que “nós ocultamos as realidades materiais do algoritmo por trás de uma noção mística da computação como verdade universal[[18]](#footnote-19)” (Idem, p. 9). E como toda adoração religiosa que é praticada de maneira acrítica, a fé nos algoritmos também pode trazer seus riscos.

1. **O algoritmo como vilão**

É essa fé desmedida nas possibilidades do algoritmo que suscita muitos dos problemas que vêm sendo discutidos na Academia. Finn lembra do argumento de Nigel Thrift de que “à medida que aceitamos sua funcionalidade e automatizamos os sistemas, deixamos de percebê-lo como forças que moldam nosso mundo[[19]](#footnote-20)” (Idem, p. 40). Weizenbaum vai além, e diz que nossa cegueira em relação ao mundo não virtual e enfraquecimento das capacidades de compreensão e debate dos problemas relacionados aos sistemas computacionais provêm exatamente da nossa obsessão em dominar tudo o que está dentro da fronteira computacional.

O que é difícil perceber é que os algoritmos não são meros receptáculos de nossas memórias e conhecimentos, mas eles também guiam nossas decisões ou nos tornam, como acredita Zuboff, meros espectadores[[20]](#footnote-21), submetidos a uma experiência de puro estímulo-resposta. Um aplicativo nos mostra por onde passar de carro, mas será porque as estradas são melhores, porque o tráfego está menos intenso, ou para que passemos em frente a determinada loja? Outro nos mostra com quem devemos sair ou namorar com base em nossas características, mas isso não sublimaria a possibilidade de um relacionamento entre pessoas diferentes, que pode levar a uma gama maior de conhecimentos de outras formas de viver e pode dar certo? Há ainda as páginas que nos mostram opções de busca na pesquisa e como sabemos que somos preguiçosos, vamos sempre escolher as primeiras opções, deixando muitas vezes de conhecer uma abordagem nova sobre determinado assunto porque ela não está bem ranqueada no Google.

Em toda nossa vida fomos apresentados a opções limitadas de escolha, mas não necessariamente em uma bandeja que oferece como prato principal exatamente o contrário. E o faz de forma tão sedutoramente facilitada que, geralmente, mal ouvimos a segunda alternativa e já apontamos para a primeira. Greenfield chama esse capitalismo algorítmico de “colonização da vida cotidiana pelo processamento de informações[[21]](#footnote-22)” (Greenfield, 2017, p. 17), porque, enquanto colônias, nós, reles seguidores da religião do algoritmo, estamos sempre limitados às opções que a metrópoles nos dá. Além de reconhecer que somos reféns de decisões que não são nossas – pois podemos dizer que nossas escolhas são baseadas em uma pré-seleção feita por outrem –, e que são baseadas em dados disponibilizados por nós, também precisamos questionar quem seria este outro, quem tomas as decisões por nós, quem “manda” no algoritmo. Como alerta o próprio Greenfield,

“estamos envolvidos por forças invisíveis, mas poderosas, que nos monitoram a partir de dispositivos dispersos ao longo de nossas casas, até mesmo localizados em nossos corpos, e essas forças estão ativamente compilando detalhados dossiês de cada um de nós. Eles passam o conteúdo desses dossiês para obscuros e incontáveis intermediários, que usam tudo o que eles aprenderam para determinar a estrutura das oportunidades oferecidas a nós – ou o que pode ser pior, não oferecidas[[22]](#footnote-23)” (Idem, p. 73).

É difícil encontrar um nome de “quem manda” no algoritmo, mas perceber que a web é um negócio pode facilitar nosso trabalho de compreendê-la um pouco melhor. Ela abandonou as características "caseiras" que tinha no início de sua história e passou a obedecer a ordem corporativa em que atua neste momento[[23]](#footnote-24). Por isso, cada algoritmo atua da forma que for mais conveniente à empresa que o desenvolveu e não há uma forma unificada através da qual o algoritmo oferece suas opções. Mas há uma característica que vem sendo observada em vários dos novos modelos de negócios ligados ao gerenciamento de dados pelos algoritmos: os problemas com a lei. Em trabalho no qual avalia documentos do executivo do Google, Hal Varian, Zuboff comentou sobre a indefinição das fronteiras públicas e privadas entre as autoridades da lei e as empresas de alta tecnologia. Ela relembra o episódio do Google Street View para tentar entender como funciona o modus operandi da empresa e conclui que este é “a incursão em territórios privados indefesos até que a resistência seja encontrada[[24]](#footnote-25)” (Zuboff, 2015, p. 78). Ou seja, a empresa atua e só então verifica se sua atuação está de acordo com a lei. Por isso ela avalia como alarmante esse desempenho corporativo e, ainda que o executivo do Google o descreva como "novas formas de celebrar contratos", ela acredita que esta relação com a legislação seja, na verdade, o fim destes contratos sociais, ou “uma nova forma de poder na qual os contratos e regras da lei são suplantados por recompensas e punições de um novo tipo de mão invisível[[25]](#footnote-26)” (Idem, p. 82). Deste ponto de vista, o algoritmo passa a ser um vilão contra o qual não há defesa, nem mesmo a da lei.

1. **Algoritmos e filtro bolha**

Atualmente podemos comentar que entre os sites que mais fazem parte do cotidiano das pessoas estão aqueles das plataformas streaming, que oferecem opções de músicas e filmes, e os das redes sociais. Por isso, é tão grande a preocupação com os algoritmos que operam estes sistemas. O artigo escrito pelo correspondente do El País na Itália e Vaticano, Daniel Verdú, comenta sobre como os algoritmos de plataformas streaming, como Netflix e Spotify, podem reduzir a diversidade cultural entre as pessoas. Isso porque estes algoritmos se baseiam nas preferências anteriores demonstradas através das escolhas de seus usuários para propor novas opções musicais ou de vídeo, reduzindo as possibilidades de se deparar com algo novo que possa também agradar e se transformar em uma nova preferência. Como ele diz, “o algoritmo, sustentam seus críticos, nos torna chatos, previsíveis, e empobrece nossa curiosidade por explorar o acervo cultural” (Verdú, 2016).

Esse mesmo princípio dos streamings é aplicado a plataformas de redes sociais como o Facebook: seu algoritmo nos oferece opções com base em escolhas previamente feitas ou nas opiniões dos contatos com os quais a pessoa mais frequentemente se relaciona. O problema é que, no caso das redes sociais, o usuário fica restrito a um ambiente de opiniões que não é plural, passando a falsa impressão de que suas opiniões são compartilhadas por todos os outros usuários da mesma rede. É o chamado filtro bolha. Entrevistada por Verdú, a crítica tecnológica Joana Moll critica essa aplicação algorítmica, lembrando que filtrar a informação em redes como Facebook ou Google pode configurar a maneira de pensar das pessoas, ainda que o algoritmo apresente a ilusão da liberdade de escolha: “Você age com base no que é apresentado a você, no que vê. Esse é seu mundo. Mas na realidade ele determina um padrão de consumo que o levará a determinados lugares” (Idem), comenta ela.

Alguns exemplos graves desta manipulação através do algoritmo se referem a eleições recentes e já estão sendo investigados[[26]](#footnote-27). O primeiro caso que ainda vem sendo analisado é o das eleições de 2014, no Brasil. A BBC realizou uma reportagem a respeito de uma empresa carioca cujo trabalho é gerenciar perfis falsos de redes sociais e identificou ao menos 13 candidatos destas eleições entre os beneficiados. A empresa contratava pessoas para gerenciar uma série de perfis de pessoas que não existiam com nomes, fotografias e rotinas falsificadas com o intuito de manipular a opinião pública, melhorando a imagem de alguns candidatos e prejudicando a de concorrentes. Algoritmos ajudavam a gerenciar vários perfis ao mesmo tempo. Só que, além de pessoas, também é investigada a participação de “bots”, robôs cujo trabalho é curtir determinadas páginas, impulsionar outras, neste caso sem a interferência humana. Isso mostra que o usuário pode estar imerso em uma bolha que sequer é real, pode estar moldando sua visão de mundo com base em mentiras.

Outra investigação aponta que um trabalho semelhante foi realizado pelo vencedor das eleições americanas de 2016 à presidência, Donald Trump. Sua estratégia de marketing digital de campanha, um documento de 27 páginas, teve pontos não revelados publicamente e foi feita pela empresa Cambridge Analytica. Recentemente, jornais americanos revelaram que o algoritmo da empresa capturou dados de ao menos 87 milhões de usuários do Facebook e os vendeu a seus clientes, entre eles o próprio Trump, que os utilizou em sua campanha. Por fim a empresa assumiu que utilizou os dados na campanha de Trump, além de bots e perfis falsos no Twitter provenientes de contas russas, e acabou optando por encerrar suas atividades. Mesmo assim, não se sabe que outras empresas operam de forma semelhante e o que mais pode ser feito com a captura dos dados dos usuários[[27]](#footnote-28). O Facebook declara que sua missão é “dar às pessoas o poder de dividir e fazer o mundo mais aberto e conectado”, mas resta saber a que pessoas é dado este poder e de que forma ele é dividido, já que uma das críticas que têm sido feitas à empresa recentemente é que, devido à velocidade com que altera seus algoritmos, fica cada vez mais difícil se desvencilhar da bolha criada por seus filtros.

1. **Combatendo algoritmo**

Toda vez que se fala em poder o pensamento se volta para uma estratégia de dominação: estamos sendo dominados pelo algoritmo do Facebook, pelo algoritmo da Netflix, pelo algoritmo do Spotify e por isso a partir de agora não temos outra opção senão ver os blackbusters que nos serão indicados, manter nas paradas de sucesso as músicas que já estão lá e viver dentro de uma bolha que nos afasta da diversidade. No entanto, um dos grandes estudiosos do poder, o filósofo Michel Foucault, via o poder de uma forma diferente desta estrutura de dominação. Para ele, o poder era uma relação que poderia ser visualizada em todos os microcampos de nossa vida, seja na família, na escola, no trabalho. Só que, como se tratavam de relações e não se estruturas, elas possuíam um desequilíbrio, sendo “portanto, móveis, reversíveis e instáveis” (Foucault, 2014, p. 270). Isso quer dizer, por exemplo, que um pai ou mãe tem autoridade sobre um filho recém nascido, mas quando o bebê começa a chorar de fome exigindo alimentação e os pais correm para dar de mamar à criança, é a criança que está dominando à família. Para Foucault, as relações de poder nada mais são que uma tentativa de condução do outro e, como tal, pressupõem que seus participantes sejam livres. Se a relação de poder está desequilibrada permanecendo a dominação do lado dos algoritmos das grandes corporações da internet e somos livres, porque não podemos promover um novo desequilíbrio, desta vez a nosso favor?

Uma destas tentativas de promover um desequilíbrio a favor do usuário pode partir dele próprio através do chamado ativismo de dados. Como explicam Padovani e Massarolo, se trata de uma forma de mobilização ligada à cultura participativa que emerge das redes. O ativismo social e político com apoio da internet já vem sendo discutido principalmente a partir dos anos 1990, a partir da atuação do Exército Zapatista de Libertação Nacional em Chiapas, no México, e já ganhou diversas denominações como ciberativismo em um primeiro momento, tecnopolítica mais recentemente. Mas o que difere estas formas de participação do ativismo de dados é que, além de ser exclusivamente uma militância online, este se baseia unicamente na lógica do algoritmo, atua a partir de seu funcionamento. Os autores utilizam uma citação de Stefania Milan e Lonneke van der Velden para explicar que

“a mobilização aqui abarca ambos eventos discretos – atos individuais e coletivos de apropriação de dados, mas também a dissidência, subversão e a resistência à coleta de dados – e todo o processo que se subentende a emergência do ativismo de dados –denominando, o crescimento de uma consciência popular sinalizando uma mudança fundamental na perspectiva e na atitude em relação a dataficação que está lentamente emergindo na sociedade civil[[28]](#footnote-29)” (Milan; Velden apud Padovani; Massarolo, 2018, p. 581).

Um dos exemplos deste tipo de militância foi dado pelos próprios autores: uma foto de Nick Ut sobre a guerra do Vietnã foi censurada pelo algoritmo do Facebook por considerar que a criança nua da foto pudesse “violar as políticas morais do usuário” (Padovani; Massarolo, 2018, p. 582). A atitude gerou a uma leva de protestos dos usuários, feitos através de comentários da página, e o Facebook voltou atrás e não censurou a foto. No Brasil houve também vários casos deste tipo de ativismo, principalmente entre os movimentos feministas. Nos últimos anos, estes movimentos têm conseguido colocar em pauta uma série de questões pertinentes a mulheres simplesmente fazendo o uso de hashtags de protesto nas redes sociais. Além de trazer as questões para a discussão, a divulgação destas hashtags motiva mulheres a fazerem denúncias através da internet que, muitas vezes, desembocam em processos judiciais, como, por exemplo, o “meu primeiro assédio” e o “meu amigo secreto”. Nestas manifestações, usuárias das redes sociais eram motivadas a relatarem casos de abuso e machismo sofridos em algum momento da vida e, ao perceberem que o abuso era algo sofrido também por outras mulheres, algumas tiveram coragem de denunciar seus casos à polícia.

Outro exemplo foi o “mexeu com uma, mexeu com todas”, que apoiou uma figurinista da rede Globo após ela denunciar ter sido assediada pelo ator José Mayer e, somente fazendo uso desta hashtag, conseguiu que a emissora afastasse o ator de suas produções. O mesmo tem acontecido em Hollywood, em que diretores, produtores e atores suspeitos de abuso estão sendo demitidos. Kevin Spacey, por exemplo, foi escolhido através de fórmulas algorítmicas para ser o protagonista de House of Cards, primeira produção independente da Netflix – e afastado após cinco temporadas por ter sido acusado de assédio sexual, sendo que muitas das denúncias foram feitas através da internet.

O caráter “fora da lei” do algoritmo também começa a ser questionado em alguns países, especialmente após o escândalo da venda de dados do Facebook por parte da Cambridge Analytica. Muitas pessoas passaram a questionar o Facebook, abandonaram a rede social e o porta voz da empresa veio a público se desculpar pelo caso e anunciar que faria mudanças em seu algoritmo como forma de estimular a proteção de dados. Poucas semanas depois do escândalo, entrou também em vigor a General Data Protection Regulation (GDPR) na União Europeia. Trata-se de uma lei de proteção geral de dados para proteger a privacidade dos usuários da internet. Embora a legislação seja voltada apenas a empresas que atuam com dados de cidadãos europeus, empresas como Microsoft, Facebook, Spotify, Apple e WhatsApp enviaram notificações a seus usuários anunciando que pretendem estender as mudanças a todos os seus usuários. Elas não fizeram isso por serem “boazinhas”, mas como uma resposta às críticas que vinham recebendo desde que o escândalo das semanas anteriores tinha levado usuários a refletirem sobre o que podem ser feitos com os dados capturados nessas redes com o auxílio dos algoritmos.

Em trabalho no qual analisa o algoritmo do PageRank, Matteo Pasquinelli critica o rentismo que envolve a empresa Google, que para ele se apropria dos conteúdos produzidos pelos usuários, hierarquiza esses conteúdo e depois os redistribui segundo seus interesses. Ainda assim, ele lembra que a informação não pertence à empresa, ela apenas é “proprietária da mais rápida ferramenta para recolher e mensurar a inteligência geral coletiva que produziu aquela informação” (Pasquinelli, 2010, p. 5). Durante todo o artigo, ele relembra do potencial da inteligência humana, especialmente de forma coletiva, e que aquilo que o algoritmo captura em termos de conteúdo nada mais é do que nossas produções. Se temos potencial para produzir um conteúdo tão significativo que foi criado um algoritmo para capturá-lo, valorá-lo e redistribuí-lo, porque este conteúdo não poderia nos servir primeiramente? A chave para subverter o algoritmo está em nós, como reforça Zuboff: “[Big data] tem origem no social, e é lá que nós devemos encontrá-lo e conhecê-lo[[29]](#footnote-30)” (Zuboff, 2015, p. 75).

1. **Conclusão**

Em um determinado momento de sua discussão sobre o homem endividado, Maurizio Lazzarato, comenta as diferenças entre o homem e a máquina. Ele se apoia em Simondon para avaliar que a máquina é algo muito importante, mas que ainda assim valia menos que “um escravo ignorante” (Lazzarato, 2017, p. 190), pois ele poderia se revoltar e a máquina não. Com isso ele introduz a capacidade criativa humana, que é mais poderosa que qualquer algoritmo que possamos encontrar em nossos caminhos, mas que para funcionar precisa ser percebida, precisa de uma “revolta”. A revolta em sua visão “implica uma profunda transformação das condutas finalizadas e não um simples desregramento das condutas” (Idem, p. 190). A revolta é uma ação, uma atividade, e é somente através dela que somos capazes de nos defender. O problema não está no algoritmo, mas em seus usuários que, como diz Zuboff, se tornaram meros espectadores. Na tentativa de dominar todo o conhecimento do mundo, estamos nos permitindo sermos dominados. Temos que subverter esta lógica e tomar as rédeas do aparato tecnológico.

Giuseppe Cocco e Bruno Cava partiram da cartografia, que possibilitou a empreitada marítima que deu início à globalização, para descrever a história da economia mundializada como o trabalho das linhas. As linhas seriam caminhos impostos por alguém – ou algo – que definem o andamento de determinadas etapas do capitalismo. Na visão da dupla, o algoritmo é a linha que rege a economia das redes. Da mesma forma que um dia os vencedores foram aqueles que dominaram o mar, desta vez os vencedores serão aqueles que conseguirem melhor compreender o mar de dados, trabalho que por enquanto vem sendo feito pelos algoritmos – que por sua vez nos entregam a água controlada, sem ondas e embrulhada em uma garrafa (ou bolha). Mas é importante lembrar que, embora os ibéricos tenham sido os primeiros a se lançarem ao mar, não foram eles os vencedores das grandes navegações. Foram os piratas ingleses que, mais espertamente, encontraram brechas no controle dos espanhóis e portugueses, conseguiram roubar o ouro que eles haviam extraído do novo mundo, construíram navios mais potentes que os de suas vítimas e chegaram ao domínio mundial de forma mais efetiva. Quem sabe não sejamos nós os piratas dos mares de dados que vão dominar a linha algorítmica desta vez?

A diferença é que, se os piratas roubavam para ajudar a enriquecer seu governo, os piratas dos dados podem ter uma faceta meio “Robin Wood” e redistribuir o conhecimento da rede de forma mais coletiva. Essa foi a lógica dos hackers, os primeiros militantes da internet. Zuboff nos lembra que, embora as tecnologias seja o oferecimento de possibilidades únicas, essas opções oferecidas

“são moldadas por lógicas institucionais nas quais as tecnologias são desenhadas, implementadas e usadas. Essa é, afinal, a origem do hack. Hackear é tenta liberar essas ofertas da lógica institucional nas quais elas estão congeladas e redistribuí-las em configurações alternativas para novos propósitos[[30]](#footnote-31)” (Zuboff, 2015, p. 85).

O algoritmo foi criado para obedecer a determinados padrões que os usuários apresentam e responder a eles, oferecendo respostas aos questionamentos que ele acredita que o usuário terá. Ele parte do usuário e se volta para o usuário. Por isso, a resistência ao que o algoritmo pode oferecer de negativo também deve partir do usuário. Greenfield também fala que toda construção deve partir de baixo para cima[[31]](#footnote-32). Cocco e Cava também falam sobre a importância da linha de resistência e lembram que o mundo não é mais sustentado pelos titãs, mas os pobres e precários. O que os algoritmos podem? Muitas coisas. Mas seus usuários podem muito mais.

**Palavras-chave:** algoritmos; dados; ativismo de dados; bolha; hackers.
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