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**Resumo:** No Brasil, o ensino remoto foi autorizado pelo Ministério da Educação para todas as Instituições de Educação Superior durante o período da pandemia causada pela COVID-19. Professores e estudantes tiverem que se adaptar às aulas remotas em suas residências, utilizando ferramentas para videoconferência e ambientes virtuais de aprendizagem. O Conferência Web (MConf), um serviço de comunicação e colaboração da Rede Nacional de Ensino e Pesquisa (RNP), foi disponibilizado pelo governo brasileiro para as Instituições de Educação Superior a fim de facilitar a comunicação síncrona virtual entre professores e estudantes. Logo, o objetivo deste artigo é analisar o potencial pedagógico das multimodalidades do MConf no contexto do ensino remoto, a fim de discutir suas potencialidades e limitações sob a perspectiva da multimodalidade. Para tal, foi realizado um estudo de carácter exploratório, com abordagem qualitativa, composto por revisão bibliográfica e análise descritiva. Os resultados mostraram que o MConf é uma interface multimodal e apresenta potencial pedagógico para o ensino remoto, ainda que alguns dos princípios do design multimodal não sejam explorados em sua totalidade, como o *feedback*, o *feedforward* e o *prompt*. Portanto, é necessário analisar as potencialidades das ferramentas multimodais para que possam desenvolver estratégias pedagógicas adaptadas ao ensino remoto.
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1. **Introdução**

A pandemia causada pelo SARSCOV2, o coronavírus, ocasionou medidas de isolamento social que culminaram no processo de virtualização das atividades cotidianas mediadas por interfaces multimodais. Neste contexto, os ambientes virtuais tornam-se importantes espaços de comunicação e sociabilidade, tornando-se ferramentas centrais para a mediação do ensino remoto. No Brasil, o ensino presencial foi uma das primeiras atividades suspensas durante a pandemia, seguindo as recomendações da Organização Mundial da Saúde (OMS). Entretanto, o Ministério da Educação (MEC) autorizou que as aulas presenciais fossem substituídas por aulas em meios digitais (BRASIL, 2020).

A partir do exposto, o presente artigo tem como objetivo analisar o potencial pedagógico das multimodalidades do MConf, uma ferramenta de videoconferência utilizada para o ensino remoto no Brasil. Para atingir tal objetivo, foi realizada uma pesquisa de carácter exploratório, com abordagem qualitativa, envolvendo revisão bibliográfica e análise descritiva da ferramenta guiada pelos critérios definidos por Park e Alderman (2018), relacionando-os com a abordagem multimodal proposta pela Semiótica Social (KRESS; VAN LEEUWEN, 2001, KRESS, 2010).

A multimodalidade é um conceito geral, adotado em diferentes abordagens para enfatizar a diversidade de recursos expressivos – visual, verbal, gráfico, pictórico, entre outros – a fim de construir mensagens coerentes (BATEMAN, 2017). Por isso, na revisão bibliográfica foi analisado o conceito de multimodalidade no Design de Interfaces (BATEMAN, 2017; KARPOV; YUSUPOV, 2017; MULTIMODAL, 2008; OVIATT, 2003; PARK; ALDERMAN, 2018) e na Semiótica Social (HALLIDAY, 1978; HODGE; KRESS, 1988; KRESS, LEITE-GARCIA; VAN LEEUWEN, 1997; KRESS, 2010; KRESS; VAN LEEUWEN, 2001) a fim de identificar premissas para a análise da ferramenta.

Na perspectiva do Design de Interfaces, Park e Alderman (2018) definem a multimodalidade como a utilização de vários modos ou modalidades de forma simultânea ou em sequência para afetar determinada ação ou atividade. Os modos remetem aos recursos dos dispositivos que orientam a forma como eles interagem com as pessoas, com o mundo e também entre si. Dessa forma, os dispositivos utilizam os recursos para se comunicarem com as pessoas, alinhando-se às modalidades humanas. As modalidades são os padrões que moldam a forma como as pessoas utilizam os canais sensoriais para informar seus comportamentos e realizar tarefas específicas, podendo ser de quatro tipos, a saber: visual, háptica, auditiva e proprioceptiva. Os autores também definem os princípios do design multimodal (*cue*, *affordance*, *feedback*, *feedforward*, *prompt*).

Para a Semiótica Social, a multimodalidade busca identificar a multiplicidade de modos envolvidos em um texto (KRESS, 2010; KRESS; VAN LEEUWEN, 2001). A Semiótica Social busca analisar o processo de produção de sentidos considerando as características inerentes à construção dos modos de comunicação – fala, escrita, imagem, entre outros – e dos recursos semióticos – gestos, tom de voz, cores, texturas, tamanhos, entre outros – presentes na materialização de um texto.

Para a análise descritiva, foram verificados os tipos de modalidades (visual, auditiva, háptica, proprioceptiva) e princípios do design multimodal (*cue, affordance, feedback, feedforward, prompt*) a partir de Park e Alderman (2018). Por fim, foram discutidas as potencialidades e limitações da ferramenta para os processos de ensino-aprendizagem no ensino remoto, de acordo com a produção de sentidos propiciada pelos recursos multimodais (KRESS, 2010; KRESS; VAN LEEUWEN, 2001).

1. **As perspectivas da multimodalidade**
	1. **A Multimodalidade e o Design de Interfaces**

As interfaces multimodais expandiram de forma significativa a utilização de recursos interativos (KARPOV; YUPOV, 2017). O *input* da fala, por exemplo, permite mais do que a captação da fala coloquial ou dos comandos de voz. Com o uso de sensores de áudio e vídeo, as informação não verbais não verbais do usuário – gestos, posturas, expressões faciais, emoções, caligrafia –, podem ser detectadas e analisadas. De acordo com Karpov e Yupov (2017), durante a interação homem-computador, as modalidades são divididas em dois tipos, a saber:

* **Modalidades de entrada (*input*):** o fluxo de informações inicia do homem para o computador com métodos de entrada ativos e passivos. Na entrada ativa, o usuário transfere as informações intencionalmente (como, por exemplo, no comando de voz ou no gesto), já na entrada passiva as informações são acompanhadas e rastreadas continuamente pelo computador (como, por exemplo, na articulação labial ou nos movimentos corporais).
* **Modalidades de saída (*output*):** o fluxo de informações vai do computador para o homem. Neste contexto, a saída multimodal também é chamada de multimídia, pois reúne as ferramentas computacionais que proporcionam a apresentação simultânea de informações heterogêneas ao usuário e os métodos de interação.

Karpov e Yupov (2017) ressaltam uma série de vantagens na utilização de interfaces multimodais: I) a naturalidade da interação humano-computador para o usuário; II) a possibilidade de entrada paralela de informações; III) a escolha do usuário de um método conveniente de entrada/saída de informações; IV) flexibilidade de uso da interface; e V) o aumento da precisão geral da operação do sistema. As vantagens evidenciam que o uso de modalidades podem melhorar a experiência do usuário, tornando as interações com as interfaces mais naturais e flexíveis.

A relação entre modalidade e experiência é abordada por Park & Alderman (2018) que definem as modalidades como os padrões que moldam a forma como as pessoas utilizam os canais sensoriais para informar seus comportamentos e realizar tarefas específicas. Para os autores, a multimodalidade refere-se ao uso de vários modos ou modalidades de forma simultânea ou em sequência para afetar uma determinada ação ou atividade. Já os modos remetem aos recursos de dispositivos que orientam a forma como eles interagem com as pessoas, com o mundo e também entre si. Dessa forma, os dispositivos utilizam os recursos para se comunicar com as pessoas, alinhando-se às modalidades humanas.

A experiência do ser humano começa pelos sentidos, sendo o único modo que possuímos de experimentar o mundo, o que nos torna seres multimodais (PARK; ALDERMAN, 2018). Por exemplo, ao nascer bebês choram espontaneamente para abrir os pulmões e expulsar o líquido que estava dentro deles, trocando-o por oxigênio; ao sentirmos cheiro de comida, nosso cérebro pode lembrar-nos que estamos com fome; o som da chuva pode significar calma ou fúria, dependendo dos nossos planos.

Compreender como os sentidos humanos funcionam é essencial para o design de novas interfaces, pois nossas interações com a tecnologia são combinadas com a forma pelas quais interagimos com o mundo físico. Park e Alderman (2018, p. 17, tradução nossa) relatam que “grande parte do design de interação depende de como cada sentido funciona individualmente e de habilidades que emergem de como os integramos”, portanto mapear as modalidades sensoriais é essencial para interagir corretamente com os modos e proporcionar ao usuário uma experiência coesa. Dessa forma, é compreendido que as modalidades humanas e os modos do dispositivo necessitam atuar de forma conjunta para criar sequências de respostas que são essenciais para interações eficazes.

Park e Alderman (2018) classificam as modalidades em quatro tipos, a saber: **1) visual**, baseada na visão; **2) auditiva**, baseada na audição; **3) háptica**, baseada no tato e movimento e **4) proprioceptiva**, baseada no deslocamento do corpo, equilíbrio, movimentação e orientação. O uso de duas ou mais modalidades torna uma interface multimodal. Os autores também descrevem os princípios do design multimodal que tem como objetivo informar, guiar e reforçar como os usuários sentem, entendem, decidem e agem, explicitados a seguir.

As ***cues*** são um tipo de relação sensorial que auxiliam na compreensão do que está acontecendo ao redor, possibilitando o reconhecimento de objetos e ambientes. Os tipos de *cues* variam de acordo com os sentidos humanos: na visão, por exemplo, as *cues* incluem detalhes como profundidade, movimento ou cor. Por meio de experiências repetidas, o usuário aprende a utilizar as informações sensoriais. As *cues* auxiliam o usuário a construir novos conhecimentos e também a lembrar esse conhecimento ao repetir uma experiência.

As ***affordances***[[4]](#footnote-4) são um tipo de relação sensorial introduzidas por Norman (2018) no Design. De acordo com o autor, o termo *affordance* refere-se às propriedades percebidas e reais de algo, principalmente aquelas propriedades fundamentais que determinam exatamente como algo poderia ser utilizado (NORMAN, 2018). De acordo com Park e Alderman (2018), as *affordances* referem-se às possibilidades de ação percebidas que informam (e são informadas) pelas diferentes maneiras com as quais os usuários podem interagir com os objetos e o ambiente. Uma *affordance* é um tipo de relação e não somente um elemento de design em si: é uma ação que uma pessoa pode realizar sobre esse elemento (PARK; ALDERMAN, 2018). As *affordances* auxiliam no desenvolvimento de habilidades, guiando a maneira como os usuários interagem.

Os ***feedbacks*** são uma informação sensorial que indica uma mudança em um evento nos objetos e ambientes ao redor. No Design de Interação, os *feedbacks* indicam uma mudança acionada pelo usuário ou pelo dispositivo. Em suma, os *feedbacks* nos informam que algo aconteceu. Já os ***feedforwards***, por sua vez, avisam que algo está para acontecer. O *feedforward* é uma informação sensorial que antecipa uma mudança de eventos nos objetos e ambientes ao redor. Ele direciona as expectativas e o foco, preparando as pessoas para uma resposta adequada.

De acordo com Park e Alderman (2018), os seres humanos possuem habilidades cognitivas e sensoriais que os auxiliam a confirmar o que acabou de acontecer – *feedback* – ou prever o que acontecerá a seguir – *feedforward* –. Os estímulos sensoriais, por exemplo, são utilizados para auxiliar os usuários a construírem os aspectos narrativos de suas experiências, especialmente em situações de causa e efeito.

Os ***prompts*** são uma informação sensorial que é utilizada para indicar uma mudança em uma ação durante uma interação. No Design de Interação, os *prompts* são utilizados para indicar uma interação requerida pelo usuário. Nas conversas entre pessoas, por exemplo, existem diferentes tipos de *prompts* que permitem que uma pessoa saiba quando deve falar e ouvir. Como humanos são sujeitos sociais, existem um amplo vocabulário de *prompts* que podem ser utilizados, sobretudo, para projetos de produtos assistivos, automatizados ou em interfaces de voz, em que a alternância é necessário.

Os princípios do design multimodal, definidos por Park e Alderman (2018), tratam de questões técnicas da interação de um produto digital com usuários. Logo, é necessário buscar uma abordagem que explore a construção de sentidos entre os usuários e os elementos de uma interface, o que nos conduz à multimodalidade.

* 1. **A Multimodalidade na Semiótica Social**

A Semiótica tem por objetivo o estudo dos modos de constituição de todo e qualquer fenômeno de produção, significação e sentido (SANTAELLA, 1983, p.1). Santaella (1983) faz uma distinção entre as linguagens verbais e não verbais, ressaltando que o século XX vivenciou o crescimento de duas ciências de linguagem: a Linguística – ciência da linguagem verbal – e a Semiótica – ciência de toda e qualquer linguagem.

Santaella (1983, p. 10) destaca que a língua – língua nativa, materna ou pátria – não é “a única e exclusiva forma de linguagem que somos capazes de produzir, criar, reproduzir, transformar e consumir”, pois “nos comunicamos também através da leitura e/ou produção de formas, volumes massas, interações de forças, movimentos”. Ainda, para a autora, “somos também leitores e/ou produtores de dimensões e direções de linhas, traços, cores [...]” (SANTAELLA, 1983, p. 10). Logo nossa comunicação também é orientada por meio de imagens, sons, gestos, toque, entre outros, pois somos “seres de linguagem” (SANTAELLA, 1983, p. 10).

A Semiótica Social, por sua vez, apropria-se do conceito de Semiótica para cobrir uma lacuna teórica que não foi evidenciada por outras abordagens. Assim, a Semiótica Social investiga as práticas humanas de “fazer significar” em circunstâncias sociais e culturais específicas, buscando explicar a criação de significados a partir da prática social. O termo foi introduzido pelo linguista Halliday (1978) no título de seu livro “*Language as Social Semiotic*”. Para o autor, a língua é um fator social, que deve ser compreendida a partir de sua relação com a sociedade. Dessa forma, as línguas evoluem como sistemas de significados em potencial (HALLIDAY, 1978).

A multimodalidade é um desdobramento da Semiótica Social (KRESS; VAN LEEUWEN, 2001, KRESS, 2010) que busca identificar a multiplicidade de modos envolvidos em um texto. A Semiótica Social busca analisar o processo de produção de sentidos considerando as características inerentes à construção dos modos de comunicação (verbal, visual, sonoro, gestual, espacial) e dos recursos semióticos (gestos, tom de voz, cores, texturas, tamanhos, entre outros) presentes na materialização de um texto. A fim de contextualizar a Semiótica Social e a abordagem multimodal (KRESS; VAN LEEUWEN, 2001, KRESS, 2010), é necessário conceituar as noções de signo, texto e modo.

A unidade central da semiótica é signo, sendo ele resultado da fusão de forma e significado e presente em todos os modos. Para Kress (2010), o que distingue a Semiótica Social de outras Teorias Semióticas é a concepção de signo: na semiose da Semiótica Social, os signos são construídos nas (inter)ações sociais e somente utilizados em tais ações. Ainda, de acordo com o autor, os signos são sinais motivados e não uma relação arbitrária de significados e formas. Assim, as formas/significantes utilizadas na produção de signos são criadas na interação social e tornam-se parte dos recursos semióticos de uma cultura.

A noção de texto ultrapassa o verbal, não limitando-se aos fenômenos linguísticos de uma língua. A fala e a escrita, por exemplo, representam duas formas entre outras tantas possibilidades utilizadas para comunicar e produzir sentido (KRESS, 2010). Logo, o texto é entendido como “uma estrutura de mensagens ou de vestígios de mensagens que possuem uma unidade socialmente atribuída” (HODGE; KRESS, 1988, p.6, tradução nossa).

Já os modos são meios concretos de materializar o sentido de um texto (KRESS, 2010). Para Kress, Leite-Garcia e Van Leeuwen (1997, p. 257, tradução nossa), os textos são constituídos pela coexistência de uma ampla “variedade de modos representacionais e comunicacionais”. Nesse contexto, compreende-se que sons, movimento, imagens, palavras, cores, tipografias são exemplos de recursos semióticos que podem compor a materialização de um texto.

Nesta perspectiva, a Semiótica Social propõe que o verbal – texto oral ou escrito – seja compreendido por meio de uma abordagem semiótica, já que engloba um conjunto de possibilidades de modos disponíveis para a comunicação. Logo, se um texto é constituído por vários modos semióticos (KRESS, 2010), ele é multimodal.

Assim, a multimodalidade é uma abordagem que busca compreender a comunicação entre as pessoas por meio de uma variedade de formas e em situações sociais específicas. O conceito de multimodalidade surge como um desfecho da Semiótica Social, com o objetivo de investigar como os diferentes modos (KRESS; VAN LEEUWEN, 2001) relacionam-se no processo de produção e recepção dos textos.

Os modos são compreendidos como um recurso material que é utilizado como um meio de articulação de discursos – como os sons, os gestos, as imagens, entre outros. Portanto, é necessário ampliar o conceito de texto que não deve restringir-se apenas ao livro ou à página. Elementos como margens, cores, tipografias e layout são alguns exemplos dos aspectos visuais encontrados em textos escritos, o que caracteriza-os como multimodais.

As ferramentas multimodais, por sua vez, utilizam uma variedade de modos representacionais e comunicacionais para melhorar a experiência dos usuários, tornando as interações mais intuitivas. Os recursos interativos das ferramentas multimodais permitem que as informações sejam transmitidas por meio de diferentes modos – tais como verbal, visual, sonoro, gestual e espacial.

# Procedimentos metodológicos

Para a análise descritiva, foram verificados os tipos de modalidades (visual, auditiva, háptica, proprioceptiva) e os princípios do design multimodal (*cue*, *affordance*, *feedback*, *feedforward*, *prompt*) a partir de Park e Alderman (2018). Considerando que a maioria dos estudantes de instituições superiores de ensino são de baixa renda e acessam a Internet por meio de celulares (ANDIFES, 2018; CETIC, 2019), a ferramenta foi acessada a partir de um *smartphone* com sistema operacional *Android*. Por fim, foram discutidas as potencialidades e limitações da ferramenta para os processos de ensino-aprendizagem no ensino remoto, de acordo com a produção de sentidos propiciada pelos recursos multimodais (KRESS; VAN LEEUWEN, 2001; KRESS, 2010).

A análise foi organizada da seguinte forma: primeiramente, foi realizada uma breve contextualização sobre o MConf; segundamente, a ferramenta foi acessada a partir de um *smartphone* modelo Android. Para a análise, foram utilizados como parâmetro os princípios do design multimodal (PARK; ALDERMAN, 2018), organizados em um quadro com os critérios sim, em parte e não. Dessa forma, cada um dos princípios foi analisado de acordo com a potencialidade das multimodalidades da ferramenta. A análise e os resultados são apresentados e discutidos a seguir.

# Resultados e Discussão

O Conferência Web (MConf) foi desenvolvido pela Rede Nacional de Ensino e Pesquisa (RNP), uma rede criada em 1989 pelo Ministério da Ciência e Tecnologia (MCT) no Brasil. O RNP tem o objetivo de disseminar o uso de redes no país, contribuir para a educação superior, pesquisa e inovação e promover o uso inovador de redes avançadas (RNP, 2020a). Portanto, a rede proporciona a integração global da comunidade acadêmica, contribuindo para a melhoria da qualidade do ensino e da pesquisa e colaborando com o desenvolvimento tecnológico, social e econômico do país (RNP, 2020a).

O MConf, por sua vez, é um plataforma nacional de videocolaboração para reuniões virtuais, trabalho remoto, ensino a distância, pesquisa colaborativa, telemedicina e telesaúde (RNP, 2020b). De acordo com a RNP, o uso do serviço cresceu mais de 10 vezes durante a pandemia, chegando a mais de 200 mil acessos em abril de 2020 (RNP, 2020b). Outras ferramentas como *BigBlueButton*[[5]](#footnote-5) e o *Jitsi Meet*[[6]](#footnote-6) possuem funcionalidades semelhantes ao MConf.

Figura 1. Interfaces mobile do MConf.

Fonte: Adaptado de IFBA (2020). Acesso em: 24 ago. 2020.

Quanto aos tipos de modalidades, foram identificadas duas: a visual e a auditiva. Ambas são utilizadas em quase todas as funcionalidades do MConf, com destaque para o compartilhamento de áudio e vídeo que permitem o uso da câmera e/ou microfone para a comunicação, conforme a Figura 1. Em “visualização de material compartilhado”, por sua vez, a modalidade visual é explorada com ênfase, pois esse recurso possibilita que um material em PDF possa ser compartilhado pelo professor e visualizado pelos estudantes na interface.

O resultado da análise realizada a partir da identificação dos princípios do design multimodal (PARK; ALDERMAN, 2018) está disponível no Quadro 1. Por meio da análise, foi identificado que o MConf não contempla todos os princípios do design multimodal propostos pelos autores. A ferramenta utiliza as *cues* e as *affordances* de forma satisfatória; contudo, o uso de *feedback* não foi observado e os princípios *feedforward* e *prompt* são adotados parcialmente.

Quadro 1. Princípios do design multimodal identificados no MConf.

|  |  |  |  |
| --- | --- | --- | --- |
| **PRINCÍPIOS** | **SIM** | **EM****PARTE** | **NÃO** |
| 1. ***Cue***
 |  |  |  |
| 1. ***Affondance***
 |  |  |  |
| 1. ***Feedback***
 |  |  |  |
| 1. ***Feedforward***
 |  |  |  |
| 1. ***Prompt***
 |  |  |  |

Fonte: As autoras.

As *cues* são utilizadas, sobretudo, antes do usuário efetuar o *login* e ser redirecionado para a interface principal. Ao efetuar o *login*, o sistema apresenta algumas modalidades do MConf, conforme a Figura 2. No manual de uso do MConf (DA SILVA; ORNELAS, 2020), é destacado que, ao iniciar o carregamento da tela, se não houver restrição por parte dos moderadores, é exibido um aviso para selecionar o compartilhamento do microfone ou somente ouvir a reunião, conforme Figura 2. Foi observado também que as *cues* são utilizadas de forma visual e auditiva.

As *affordances* são materializadas na forma de elementos visuais utilizados na interface que possibilitam ação, tais como ícones, formato e rótulo dos botões. Os ícones, por sua vez, são utilizados com destaque para evidenciar as funcionalidades da ferramenta. Para compartilhar o áudio, é utilizado um ícone de microfone; já para habilitar o vídeo, é um ícone de câmera e, por fim, para escutar o áudio, é um ícone de telefone. Os ícones não possuem uma legenda e/ou texto de apoio.

Quanto ao *feedback* não foram observadas modalidades que utilizassem esse elemento. Já o *feedforwad* foi observado na imagem ao fundo da tela introdutória, antes da conferência e/ou apresentação ser iniciada, e também em texto, no bate-papo, conforme Figura 1.

Com relação ao *prompt*, identificou-se que é um dos atributos incorporados de forma parcial pela ferramenta, principalmente no que se refere à comunicação. Na sala de aula física, por exemplo, a linguagem não verbal – gestos, olhares, expressões corporais – auxilia professores e estudantes a compreenderam o momento adequado para falar e ouvir, facilitando a interação e troca. No MConf, o professor é o moderador da aula podendo, por exemplo, deixar o microfone dos estudantes no mudo enquanto apresenta os conteúdos. Essa prática é comum, tendo em vista que o microfone ativo pode captar sons do ambiente que irão prejudicar a aula. Contudo, o fato do microfone dos estudantes estarem desativados durante a aula dificulta a interação e o diálogo. Outra questão recorrente no ensino remoto é o fato de que, frequentemente, somente o professor habilita a câmera. Isto também dificulta a interação, pois estudantes e professores não estão em contato visual. Dessa forma, a única maneira de interagir durante a aula é por meio de texto no bate-papo ou em notas compartilhadas.

Com a análise descritiva, foi observado que embora o MConf possa ser classificado como uma interface multimodal, pois utiliza mais de uma modalidade (visual e auditiva), a ferramenta não contempla de forma satisfatória todos os princípios do design multimodal (PARK; ALDERMAN, 2018). Apenas dois foram contemplados de forma satisfatória pela ferramenta, sendo a *cue* e a *affordance*. Ambos foram utilizados, sobretudo, na modalidade visual, o que reforça os princípios utilizados na interface gráfica da ferramenta. Contudo, o *cues* e o *feeedforward* foram observados em parte, evidenciando que a ferramenta necessita possibilitar melhores formas de interação com suas outras modalidades.

Um recurso que poderia aumentar a interatividade do *prompt* seria o de “erguer a mão”, fazendo uma metáfora com o ensino presencial. O *Jitsi Meet*, plataforma explicitada anteriormente, apresenta o recurso de “*raise your hand*” (levante sua mão). Logo, quando alguém quer falar durante uma reunião, é só clicar no ícone da mão.

O *feedback*, por sua vez, não foi observado e isso pode ter relação com o objetivo da ferramenta: um serviço para a comunicação síncrona virtual entre dois ou mais participantes. Logo, após o professor iniciar a aula, ele torna-se mediador da ferramenta, não havendo mudanças repentinas no ambiente que não sejam anunciadas por ele. O aluno pode interagir durante a aula por meio de texto, do bate-papo ou das notas compartilhadas. Caso o professor inicie uma discussão dialogada, é também possível habilitar o microfone e/ou câmera dos estudantes.

Foi evidenciado que embora o MConf possua uma série de funcionalidades para facilitar a comunicação síncrona virtual, alguns recursos não exploram as potencialidades de suas modalidades – como o uso de câmera e do áudio. Assim, no ensino remoto, a interação professor-estudante pode tornar-se mais difícil do que no ensino presencial, devido à dificuldade do *prompt*, ou seja, sinalizar uma mudança em uma ação. Logo, o diálogo entre professores e estudantes pode ficar prejudicado devido à falta de um recurso ou uma funcionalidade que permita maior interação. Portanto, é necessário analisar como como o uso do MConf potencializa e limita a construção de sentidos em situações de ensino-aprendizagem; para tal, foi utilizada a abordagem da multimodalidade (KRESS; VAN LEEUWEN, 2001; KRESS, 2010).

Nas aulas presenciais a comunicação é mediada pela interação face a face, em que são utilizados uma diversidade de modos – verbais e gestuais –, representados por diferentes recursos semióticos – como a fala, os gestos, a postura corporal e a movimentação, as expressões faciais e o olhar (KRESS; VAN LEEUWEN, 2001; KRESS, 2010). Podem ser utilizados ainda meios tecnológicos, como projetores digitais ou apresentações, em que podem ser adicionados outros modos – visual, sonoro e espacial –, representados por vídeos, áudios, textos, imagens, cores, etc (KRESS; VAN LEEUWEN, 2001; KRESS, 2010). Em uma aula presencial, todos os modos e os recursos semióticos são articulados e materializados no espaço físico de uma sala de aula, contando com cadeiras, mesas, quadro, projetores e, obviamente, estudantes e professores.

Nas aulas remotas, os meios utilizados são os mesmos das aulas presenciais, com exceção do ambiente que deixa de ser físico e torna-se virtual. As ferramentas de videoconferência – como o MConf – são multimodais por permitirem a utilização de vários modos de forma simultânea, o que é relevante para o ensino remoto. O professor e os estudantes podem habilitar suas câmeras e áudios simultaneamente e utilizar os modos verbal, visual e gestual. Enquanto o professor explica um conteúdo, os estudantes podem digitar perguntas no bate-papo. Professores também podem projetar apresentações, vídeos, imagens. Em teoria, as ferramentas multimodais de videoconferência permitem que todos os modos das aulas presenciais sejam explorados. Contudo, na prática, problemas tecnológicos, culturais e sociais impedem que todos os sujeitos tenham as mesmas experiências.

Uma dificuldade recorrente na utilização dos modos e recursos semióticos no MConf refere-se à comunicação entre os sujeitos. “*Vocês conseguem me ver? Vocês conseguem me ouvir? Vocês visualizam minha apresentação?*” são frases frequentemente indagadas pelos estudantes e professores durante as aulas remotas síncronas. No ensino remoto, a comunicação entre os sujeitos depende de questões tecnológicas e sociais: todos os sujeitos precisam ter acesso a Internet com alta velocidade. Além disso, a comunicação é comprometida pela dificuldade de leitura do modo gestual. Em aulas presenciais, recursos semióticos como gestos, olhares e expressão corporal, auxiliam professores e estudantes a identificarem o momento adequado para ouvir e falar, o que facilita o diálogo. Já na aula remota, ambos sujeitos dependem dos recursos semióticos das ferramentas multimodais.

Na aula remota síncrona, mediada por ferramentas de videoconferência, o professor é o moderador da aula, o que lhe confere alguns privilégios, como habilitar ou desabilitar os recursos semióticos (microfone, câmera) dos estudantes. A prática de deixar todos os microfones desabilitados, salvo o do professor, é recorrente no ensino remoto tendo em vista que o microfone ativo pode captar sons do ambiente que podem prejudicar a aula. Entretanto, isso limita a utilização do modo verbal, o que pode dificultar a interação e o diálogo.

Os modos visual e gestual também são prejudicados durante o ensino remoto. Além disso, a falta de habilitação simultânea das câmeras dos professores e estudantes dificulta a interação entre os sujeitos, pois eles não estão em contato visual. Logo, o modo verbal – representado pelo recurso semiótico do texto – adquire relevância no ensino remoto, permitindo que os sujeitos possam expressar-se de forma simultânea via bate-papo.

É evidente que reproduzir todos os modos e recursos semióticos de uma aula presencial para uma remota por meio de ferramentas multimodais é quase impossível. Como explicitado anteriormente, a utilização dos modos e recursos semióticos está atrelada aos contextos sociais que irão influenciar na construção de sentidos (KRESS; VAN LEEUWEN, 2001; KRESS, 2010). Logo, é necessário construir estratégias pedagógicas que utilizem os modos e recursos semióticos das ferramentas multimodais considerando as limitações do meio virtual em relação ao físico.

# Considerações finais

Nas aulas remotas síncronas, professores necessitam utilizar ferramentas de videoconferência e recursos midiáticos e interativos para tornar as interações mais humanas. Neste contexto, este artigo se propôs analisar o potencial pedagógico das multimodalidades do MConf, um serviço disponibilizado pelo governo brasileiro para facilitar a comunicação síncrona virtual entre dois ou mais participantes. Para tal, foi realizada uma revisão bibliográfica, uma análise descritiva guiada pelos princípios do design multimodal de Park & Alderman (2018) e, por fim, a discussão dos resultados sob a perspectiva da multimodalidade de Kress (2010).

A partir da análise descritiva guiada pelos princípios do design multimodal de Park e Alderman (2018), foi identificado que o MConf não contempla todos os princípios do design multimodal propostos pelos autores. Apenas dois foram contemplados de forma satisfatória pela ferramenta, sendo a *cue* e a *affordance*. Ambos foram utilizados, sobretudo, na modalidade visual, o que reforçam os elementos utilizados na interface gráfica da ferramenta. Contudo, o *prompt* e o *feedforward* foram observados em parte, evidenciando que a ferramenta necessita possibilitar melhores formas de interação com suas outras modalidades. O uso de *feedback* não foi observado, pois o professor é o mediador da ferramenta, não havendo mudanças repentinas no ambiente que não sejam anunciadas por ele.

Os resultados da pesquisa evidenciaram que o MConf é uma interface multimodal, pois utiliza mais de uma modalidade (visual e auditiva) e apresenta potencial pedagógico para o ensino remoto. Contudo, alguns de seus recursos multimodais são limitados, o que compromete uma melhor interação entre o professor e os estudantes durante uma aula expositiva-dialogada. Não existem recursos que estimulem a participação dos estudantes utilizando o áudio e/ou a câmera. O uso do bate-papo, entretanto, pode ser utilizado como um recurso pedagógico para iniciar um diálogo. Contudo, caberá ao professor mais uma função: mediação do conteúdo do bate-papo. Destaca-se, ainda que o MConf não foi uma ferramenta concebida exclusivamente para o ensino remoto. Logo, com o uso recorrente para esse fim, é possível que a ferramenta seja aperfeiçoada, incluindo funcionalidades que contemplem o uso dos princípios do design multimodal – como o *prompt* e o *feedforward –*, o que irá possibilitar melhorias nas interações entre professores e estudantes. Dessa forma, a implementação desses princípios tornam-se requisitos para o aprimoramento da ferramenta.

Ademais, é importante ressaltar que as ferramentas multimodais podem contribuir para a construção de sentidos durante a mediação das aulas síncronas; entretanto, elas são apenas artefatos tecnológicos que necessitam ser adaptados aos diferentes contextos sociais, econômicos e culturais. Portanto, é necessário que professores e estudantes atuem de forma conjunta a fim de construir estratégias pedagógicas que utilizem os modos e recursos semióticos das ferramentas de forma adequada, ou seja, sem reproduzir as interações de uma aula presencial em uma digital. Assim como as aulas presenciais, as aulas remotas possuem suas potencialidades e limitações, portanto, é necessário que haja uma compreensão sobre os modos e recursos semióticos que possuem melhor adaptação ao ambiente digital.

Por fim, evidencia-se que os princípios do design multimodal utilizados em consonância com estratégias pedagógicas que estimulem a produção de sentidos podem potencializar os processos de ensino-aprendizagem no ensino remoto, mediados por ferramentas de comunicação síncrona. Estudos futuros pretendem analisar a carga cognitiva das multimodalidades utilizadas pela ferramenta, por meio de questionários e entrevistas com estudantes e professores.
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